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BOG 10 OS/R Challenge Assessment
Discussion to identify research required to get from where the capabilities are now to where to where they need to be by 2030.

Memory - storage is blurring

Definition of a Node/Rack is blurring

Many distributed processing elements of differing characteristics (power, 
sequential, parallel, specialized, reconfigurable, BW, Latency…)

Mostly Static Resources vs Dynamic (FPGA can have 2 cores, then 10 cores)

Trapped between two ill defined areas - Hardware and Programming models
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BOG 10 OS/R Targets for 2030 (**PRDs)

1. OS-R / Hardware co-design for unified heterogeneous components: 
computational, active memory, network, and storage components
a. Virtual memory system redesign
b. Scheduling/discovery/composition/arbitration across dynamic heterogeneous components
c. Non-Linux OS alternatives, non POSIX, rearchitecting control plane / data plane boundaries
d. Virtualization and containerization

2. Decentralized Resource Management
a. Interfaces between multiple local OSes; interfaces between LOS and GOS

3. Applying ML/AI to OS and runtime resource management
a. Leveraging accelerators for OS/R needs including global OS
b. autonomy
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BOG 10 Capability Targets for Extreme Heterogeneity
BOG X brainstorming and discussion of capabilities that will be needed in the 
2025-2035 timeframe to make increasingly heterogeneous hardware technologies 
useful and productive for science applications.
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BOG 10 OS/R 

What does an OS do -- local resource manager: 
Processing, Memory, Communication, Storage

What is changing: 
Processing, Memory, Communication, Storage
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BOG 10 OS/R Targets for 2030

1. OS / Hardware co-design for unified heterogeneous components: 
computational, active memory, network, and storage components
a. Virtual memory system redesign
b. Scheduling/discovery/composition/arbitration across dynamic heterogeneous components

2. Non-Linux OS alternatives, non POSIX, rearchitecting control plane / data 
plane boundaries

3. Interfaces between multiple local OSes; interfaces between LOS and GOS
4. Virtualization and containerization
5. Applying ML/AI to OS and runtime resource management

a. Leveraging accelerators for OS needs
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BOG 10 OS/R Current Status

BOG X survey describing the current status of science, 
technology, or practice related to this theme (starting 
with material directly from the FSD).
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BOG 10 OS/R Current Capability
Capability 1: Basic support for accelerators

Fine-grained support of CPU, memory

Coarse-grained support of Accelerators

Capability 2: limited interaction/communication between LOS and GOS
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BOG 10 OS/R Challenge Assessment
Discussion to identify research required to get from where the capabilities are now to where to where they need to be by 2030.

Memory - storage is blurring

Definition of a Node/Rack is blurring

Many distributed processing elements of differing characteristics (power, 
sequential, parallel, specialized, reconfigurable, BW, Latency…)

Mostly Static Resources vs Dynamic (FPGA can have 2 cores, then 10 cores)

Trapped between two ill defined areas - Hardware and Programming models
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BOG 10 OS/R: list of key research challenges
Challenge X.1

Challenge X.2
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BOG 10 OS/R Possible Research Directions 
SummaryGRAPHIC? 

PRD X.1 - direction 1

PRD X.2 - direction 2

PRD X.n - direction n
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PRD X.n : Short title of possible research direction
● One paragraph description (3 sentence/bullet)
● Research challenges

○ Metrics for progress

● Potential research approaches and research directions
● How and when will success impact technology?
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